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The process of abstracting and solving a statistical problem

Past 4 days; 
Oceanography sampling 

(Physical, Chemical and Biological)

Today

Wild C. 2018. The place of data analysis in problem solving. The University of Auckland. 3 p.
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Caution on pseudoreplication

https://ecologycriticalthinking.wordpress.com/2015/10/23/pseudo-replication-and-experimental-design/
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Principle analysis on fishery resources

Diversity indices

• Richness: Simply the number of species found in each site

• Shannon index:                        , where pi is the proportion of characters belonging to the 

ith type of letter in the string of interest.

• Simpson index:                  where R is richness, i.e. the total number of species in the 

dataset, and this index can be presented as “Inverse Simpson index”:  

• Eveness:                  ,  where H’ is the number derived from the Shannon diversity index 

and H’max is the maximum possible value of H’ and                                       , where S is 

number of species



Diversity indices

• Alpha diversity: the species diversity within a community at a small 

scale or local scale, generally the size of one ecosystem.

• Beta diversity: the species diversity between two communities or 

ecosystems, i.e. comparative approach.

• Gamma diversity: species diversity is compared among many 

ecosystems. 

https://www.differencebetween.com/what-is-the-difference-between-alpha-beta-and-gamma-diversity/

Principle analysis on fishery resources



Diversity indices

Principle analysis on fishery resources



abundance/biomass comparison (ABC) 

• Rank the fisheries resources according to the abundance

• calculate the cumulative % abundance and % biomass as 

abundance rank

• The disturbance level of the community was evaluated both by 

the ABC curve and W-statistic value, in which 

• where S is the number of species, Ai is abundance value of the 

each of species rank i, and Bi is biomass value of each species 

rank, i. 

𝑊 =෍

𝑖=1

𝑆
𝐵𝑖 − 𝐴𝑖
50 𝑆 − 1

W-statistic 
value is 
positive (+)

W-statistic 
value closes 
to zero (0)

W-static 
value is 
negative (-)

Principle analysis on fishery resources



abundance/biomass comparison (ABC) 

Principle analysis on fishery resources



Normality of oceanic environment and fisheries data 

( )1log10 += yy yy = yy arcsin=The 3 commons

Hypothesis testing on oceanic environment and fisheries data



Hypothesis testing on oceanic environment and fisheries data

Hypothesis testing on oceanic environment and fisheries data

Baran E., Warry F. 2008 Simple data analysis for biologists. WorldFish Center and the Fisheries Administration. Phnom Penh, Cambodia. 67 p.

Post test, if significant difference is found



Hypothesis testing on oceanic environment and fisheries data

Hypothesis testing on oceanic environment and fisheries data



Simple linear  
& curvilinear
regression

01 Multi-dimension
regression

02
Logistic
regression

03

LOWESS and CART 

04

Ordination

05

Principle statistical tests on the relationship between variables 



01 Simple linear  & curvilinear regression Common relationships (y ~ f(x)):

• (Length) TL ~ f(FL): TL = a + b(FL) 

• (Length) (dL/dt) ~ f(FL): (dL/dt) = a - b(L) 

• (Reproduction): Fe ~ f(L): Fe = a + b(L) 

• (Catch) CpUE ~ f(effort): CpUE = a – b(effort)

• (Mortality) Z ~ f(effort): Z = a + b(effort)

• And so on….

𝑦 = 𝑎 ± 𝑏(𝑥)

y = Response variable

x = Predictor or explanatory variable

a = y-intercept 

b = Slope

XX

Y Y

General equation for simple linear regression Correlation coefficient (r) and Coefficient of determination (r2)



Density of fishers VS CpUE
(work a lot for inland cases)

Length VS Weight

Age (Time) VS Catch

Length VS Age
Effort VS Catch

Stock VS 
recruitment

01 Simple linear  & curvilinear regression



Rule of thumb for Curvilinear regression

• Check if the relation between predictor and response is not “linear”, via “scatter pot

• Check the possible form(s) of relationship 

• Analysis could be done through “transformed” values, i.e. making the linear relationship, OR 

analysis through “fit” the relationship by using “Non-linear least square methods.” or 

“Maximum likelihood methods” or “Bayesian estimation”

01 Simple linear  & curvilinear regression
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• Sometimes, you fisheries abundance data, i.e. response, is nominal and/or ordinal scales

• Response could be Binary (presence/ absence, Y/ N, Dead/ Not-dead) OR Nominal scale (species composition) OR

Ordinal scale (Likert score) 

• No assumptions on Normality and Homoscedasticity

𝑔 𝑥 = 𝑎 ± 𝑏1 (𝑥1) ±𝑏2 (𝑥2) ± 𝑏3 (𝑥3) ± … . . ±𝑏𝑘 (𝑥𝑘)

02 Logistic regression



02 Logistic regression



03 Multiple regression

Example in Fisheries Biology (y ~ f(x1, X2, X3)):

• (Mortality) M ~ f(L, K, temp.): lnM = - a – b1lnL + b2lnK + b3ln(temp)

• (Consumption) Q/B ~ f(W, temp., Aspect ratio, Food): Q/B = - a – b1lnW + b2ln(temp) + b3lnA + b4F

• (Swimming speed) Sr ~ f(SL, Aspect ratio, Mode of swim): log10Sr =  a – b1log10SL+ b2 log10A + b3log10M

• and so on……..

𝑦 = 𝑎 ± 𝑏1(𝑥1) ±𝑏1 𝑥1 ± 𝑏2 𝑥2 …± 𝑏𝑛(𝑥𝑛)

y = Response variable); x = Predictor variables; 

a = y-intercept and b = regression coefficients

General equation for simple linear regression



Rule of thumb for Multiple regression

• Check if there are any confound among the predictors, i.e. each predictor variable should be independent to each 

other.

• Number of the sample should be at least 10 times เท่าของจ านวนตัวแปรที่เป็น Predictors

• Try first the Multiple Linear Model (MLR), thus transformation of some Predictors may be necessary.

• Suggesting Backward stepwise fitting

• If the Response variables are binary or nominal or rank, use (Multiple) Logistic Regression

03 Multiple regression
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04 LOESS (LOWESS)

LOESS (LOWESS) 

• LOESS (locally estimated scatterplot smoothing) AND LOWESS (locally weighted scatterplot smoothing) are known as 
moving regressions.

• Non-parametric regression; LOESS uses Linear polynomial, meanwhile LOWESS uses Quadratic polynomial

• Fitting simple models to localized subsets of the data to build up a function that describes the deterministic part of the 
variation in the data, point by point.



04 LOESS (LOWESS)



CART (Classification And Regression Tree) 

• Non-parametric machine learning technique for regression and 

classification problems., which are easy to be interpreted.  

• Regression Tree for “Quantitative” response AND Classification Tree for 

“Qualitative” response 

• The resulting tree is composed of decision nodes, branches and leaf 

nodes. The tree is placed from upside to down, so the root is at the top 

and leaves indicating the outcome is put at the bottom.

• Each decision node corresponds to a single input predictor variable and a 

split cutoff on that variable. The leaf nodes of the tree are the outcome 

variable which is used to make predictions.

• The tree grows from the top (root), at each node the algorithm decides 

the best split cutoff that results to the greatest purity (or homogeneity) 

in each subpartition.

• Beware on overfitting / high variance / low bias-tree 

Phytoplankto

n

Phytoplankto

n

Species richness

n=986

n=639

n=290

n=25

n=347

n=276 n=71

n=79n=197

n=125

Ranks of fish

04.1 CART (Classification and Regression Tree)
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04.1 Ordination (Co-inertia analysis)

CART (Classification And Regression Tree) 

• Also known as “Double-PCA”, PCA: Principal Component 

Analysis, since it ordinates and studies the relationship 

between the two set of variables, i.e. oceanic environments 

and fishes in our course.  

• Analyses species-environment tables, and attempts to find new 

axes in both so that the covariance between the new sets of 

scores is maximised.

• The maximized covariance means a maximal correlation and 

maximal standard deviations of the new environmental and 

species scores.

• Interpretation: High when two structures vary simultaneously 

(and also when they vary inversely) AND Low when they vary 

independently or do not vary.

Dray, S., Chessel, D. and Thioulouse, J., 2003. Co‐inertia analysis and the linking of ecological data tables. Ecology, 
84(11), pp.3078-3089.



04.1 Ordination (Co-inertia analysis)
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